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ABSTRACT
In time series mining, the Dynamic Time Warping (DTW) distance is a commonly and widely used similarity measure. Since the computational complexity of the DTW distance is quadratic, various kinds of warping constraints, lower bounds and abstractions have been developed to speed up time series mining under DTW distance.

In this contribution, we propose a novel Lucky Time Warping (LTW) distance, with linear time and space complexity, which uses a greedy algorithm to accelerate distance calculations for nearest neighbor classification. The results show that, compared to the Euclidean distance (ED) and (un)constrained DTW distance, our LTW distance trades classification accuracy against computational cost reasonably well, and therefore can be used as a fast alternative for nearest neighbor time series classification.

Categories and Subject Descriptors
G.3 [Probability and Statistics]: Time Series Analysis; I.5.3 [Pattern Recognition]: Clustering—algorithms, similarity measures

General Terms
Algorithms, Measurement, Performance

Keywords
Time Series, Distance Measures, Classification

1. INTRODUCTION
The Dynamic Time Warping (DTW) distance was first introduced to the data mining community almost two decades ago [2], and since then has been used as a utility for various time series mining tasks; including classification, clustering, and indexing of (sub)sequences [7]. Its current popularity and widespread use is owing to the fact that, in contrast to the Euclidean distance, the DTW distance works well for time series with various distortions and multiple invariance [1, 23]. But the brute-force dynamic programming approach of DTW leads to quadratic space and time complexity [3].

In time series classification, the combination of 1-Nearest-Neighbor (1NN) classifier with DTW has been proven exceptionally difficult to beat [24]. Nevertheless, if naively implemented, the 1NN-DTW approach is computationally demanding, because 1NN classification usually involves a great number of quadratic DTW calculations [19].

Hitherto existing approaches that aim to reduce the computational complexity of 1NN-DTW time series classification fall into the categories of algorithms [21, 22] which use (1) numerosity reduction to discard a large fraction of training data [5, 16, 24], (2) constraints to limit the number of cells that are evaluated in the cost/similarity matrix [8, 18, 19, 20], (3) abstraction to perform DTW on a reduced representation of the data [6, 10] or (4) lower bounding to reduce the number of times DTW must run [12, 14, 17, 25].
We propose a novel Lucky Time Warping (LTW) distance, with linear time and space complexity, which uses a greedy algorithm to accelerate distance calculations for 1NN time series classification. The results show that, compared to constrained DTW with lower bounding, our LTW distance trades classification accuracy against computation time reasonably well, and therefore can be used as a fast alternative for nearest neighbor time series classification. Figure 1 allows a geometric intuition for the optimal/minimum cost and lucky warping path returned by the DTW and LTW distance function respectively.

Our work was inspired by other alternative procedures for implementing a DTW algorithm with substantially reduced computation, including early techniques for a directed graph search through a grid to find the best warping path [4] and recently proposed greedy approximate solutions [15]. But, to the best of our knowledge, there is no study that thoroughly compares the performance of the traditional DTW distance (with/out constraint and lower bound) to an alternative greedy approximate solution, like our proposed LTW distance (γ) for nearest neighbor time series classification. Figure 1 allows a geometric intuition for the optimal/minimum cost warping path.

The rest of the paper is organized as followed: Section 2 introduces notation and background to allow a formal definition of our LTW distance in Section 3. Experimental results on classification accuracy and computational cost of our proposed LTW distance are presented in Section 4. We conclude with a discussion of future work in Section 5.

2. NOTATION AND BACKGROUND

The 1NN-DTW approach for time series classification has been shown to achieve high classification accuracy, and its computational demand has been mitigated by warping constraints and pruning techniques. Hence, we want to give some background on DTW and related speedup techniques, before we introduce and compare our own LTW distance.

2.1 Dynamic Time Warping

The DTW algorithm aims to find the optimal warping path with minimum cost to describe the similarity of two time series. In case that the optimal warping path amounts to a relatively low cost the examined time series are considered to be similar, whereas high cost or distance implies dissimilarity [2]. To determine the (dis)similarity of two time series or rather to find the optimal warping path the DTW algorithm uses a brute-force dynamic programming approach which tests all possible paths within the defined warping window, leading to quadratic complexity [3].

Since many of the subsequent explanations are based on DTW, we present a formal definition of the DTW distance as introduced by Keogh et al. [10, 11]. Suppose we have two time series Q and C, of length m and n respectively, where:

\[ Q = (q_1, q_2, \ldots, q_n) \]
\[ C = (c_1, c_2, \ldots, c_m) \]

(1)

To align these two sequences, the DTW algorithm first constructs a n-by-m matrix, where the \((i^{th}, j^{th})\) element of the matrix corresponds to the squared distance, \(d(q_i, c_j) = (q_i - c_j)^2\), which is the alignment between points \(q_i\) and \(c_j\). To find the best match between these two sequences, the DTW algorithm retrieves a path through the matrix that minimizes the total cumulative distance between them. In particular, the optimal path is the path that minimizes the warping cost:

\[ DTW(Q, C) = \min \left\{ \sum_{k=1}^{K} w_k \right\} \]

(2)

where \(w_k\) is the matrix element \((i, j)\) that also belongs to \(K^{th}\) element of a warping path \(W\), a contiguous set of matrix elements that represent a mapping between \(Q\) and \(C\). This warping path can be found using dynamic programming to evaluate the following recurrence.

\[ \gamma(i, j) = d(q_i, c_j) + \min\{\gamma(i-1, j-1), \gamma(i-1, j), \gamma(i, j-1)\} \]

(3)

where \(d(i, j)\) is the distance found in the current cell, and \(\gamma(i, j)\) is the cumulative distance of \(d(i, j)\) and the minimum cumulative distances from the three adjacent cells. Moreover, the warping path is typically subject to several constraints.

- The Boundary conditions require the warping path to start and finish in diagonally opposite corner cells of the matrix, with \(w_1 = (1, 1)\) and \(w_K = (m, n)\).
- The Continuity conditions restrict the allowed steps in the warping path to adjacent cells, including diagonally adjacent cells. Given \(w_k = (a, b)\) then \(w_{k-1} = (a', b')\) where \(a - a' \leq 1\) and \(b - b' \leq 1\).
- The Monotonicity conditions force the points in \(W\) to be monotonically spaced in time. Given \(w_k = (a, b)\) then \(w_{k-1} = (a', b')\) where \(a - a' \geq 0\) and \(b - b' \geq 0\).

2.2 Numerosity Reduction

One way to reduce the classification time of the INN-DTW approach is to discard a large fraction of the training data by means of numerosity reduction algorithms [5, 24], which choose the objects that maintain or even improve the accuracy. Other work on dissimilarity-based classifiers even suggests that by using a few, but well chosen prototypes, it is possible to achieve a better classification performance in both speed and accuracy than by using all the training samples [16].

2.3 Warping Constraints

Constraints work well in domains where time series have only a small variance, but perform poorly if time series are of events that start and stop at radically different times [22]. The two most commonly used constraints are the Sakoe-Chiba Band [20] and the Itakura Parallelogram [8], which both speed up DTW by a constant factor, but still lead to quadratic complexity if the window size is a linear function of the time series length [19, 22]. Given the formal definition of DTW in Section 2.1, the Sakoe-Chiba Band [20] is an:

- **Adjustment Window condition** which corresponds to the fact that time-axis fluctuation in usual cases never causes a too excessive timing difference. Given \(w_k = (a, b)\) then \(|a - b| \leq r\) where \(r\) is the size of the warping window.

Recent work has shown that learned constraints are able to boost classification accuracy and outperform any uniform band [18]. Although optimal band shape allows tighter lower bounds and thus more effective pruning, the Euclidean distance is still orders of magnitude faster than DTW with learned constraints [18].
2.4 Abstraction

Early work on time series representation introduces a modification of DTW which operates on a higher level abstraction, and produces one to two orders of magnitude speedup with no decrease in accuracy [6, 10]. Although abstraction speeds up DTW by operating on a reduced presentation of the data, the calculated warp path becomes increasingly inaccurate as the level of abstraction increases [22], and projecting the low resolution warp path to the full resolution usually gives a result far from optimal, because significant local variations are ignored.

2.5 Lower Bounding

Another way to mitigate the high computational complexity of 1NN-DTW time series classification is to prune similarity calculations by lower bounding the DTW distance measure. Recent studies on large-scale time series data have shown that DTW in combination with certain lower bounds lead to quasi-linear complexity for indexing problems [17, 19], leading to the widespread belief that there is no need for further improvements in speed. However, pruning does not affect the intrinsic quadratic complexity of the actual DTW calculation [22].

There are two desirable properties of a lower bounding measure; it must (1) be fast to compute and (2) return a relatively close approximation of the true distance [12, 18, 19]. Since the aim of lower bounding is to prune computational expensive similarity calculations, an approximation is required to be faster than the original measure and should be at most linear in the length of the sequences.

Known approaches to lower-bound the DTW distance include approximations that involve the difference between minimum and maximum points [14, 25] and more sophisticated techniques that employ global constraints to create warping-enclosures [12]. For further explanations and experiments we consider the lower bound introduced by Keogh and Ratanamahatana [12], denoted as $LB_{Keogh}$, which compares each candidate time series $C$ to the upper $U$ and lower $L$ sequence of the bounding envelope that encloses the time series query $Q$. In case of the Sakoe-Chiba band with an window size $r$ the two new sequences can be defined as:

\[
U_i = \max(q_{i-r} : q_{i+r}) \\
L_i = \min(q_{i-r} : q_{i+r})
\]

where $\forall U_i \geq q_i \geq L_i$. Having defined $U$ and $L$, the lower bounding measure for DTW can be formulated as:

\[
LB_{Keogh}(Q,C) = \sum_{i=1}^{n} \begin{cases} 
(c_i-U_i)^2 & \text{if } c_i > U_i \\
(c_i-L_i)^2 & \text{if } c_i < L_i \\
0 & \text{otherwise}
\end{cases}
\]

(5)

For any two sequences $Q$ and $C$ of the same length $n$, for any global constraint on the warping path of the form $j - r \leq i \leq j + r$, the following inequality holds:

\[
LB_{Keogh}(Q,C) \leq DTW(Q,C)
\]

(6)

2.6 Amortized Computational Cost

Since execution time is a poor choice for evaluating the performance gain achieved by lower bounds, recent work [11, 12] suggest to compute the average or amortized percentage of warping matrix that need to be accessed for each individual DTW distance calculation. In order to compare the computational efficiency of 1NN time series classification in relation to arbitrary distance measures and pruning techniques, we propose to compute the amortized computational cost (ACC) by accounting the basic similarity operations of the classification task with regard to the time series length. We define a basic similarity operation as the squared distance between a pair of time points, which corresponds to the calculation of exactly one entry in the time warping matrix:

\[
d(q_i, c_j) = (q_i - c_j)^2
\]

(7)

Assuming two time series of length $n$ and a warping constraint of $r$ time points (Sakoe-Chiba band), we can compute the number of similarity operations or rather matrix elements $E$ that are involved in a single cDTW (constrained Dynamic Time Warping) distance calculation by the following equation:

\[
E_{cDTW}(n, r) = (2r + 1)n - r(r + 1)
\]

(8)

In case that cDTW is combined with lower bounding (LB) techniques, we can reduce the number of expensive cDTW similarity calculations at the ratio of all 1NN comparisons to $p$ percent. Due to the fact that a lower bound approximation is computed for every similarity comparison, no matter if an expensive similarity calculation follows or not, one may assume an additional computational cost that is constant. The computational cost for $LB_{Keogh}$ [12] equates to:

\[
E_{LB_{Keogh}}(n) = 2n
\]

(9)

since each candidate time series is compared to the upper and lower sequence of the bounding envelope that encloses the time series query. The comparison between candidate time series and bounding envelope is based on the Euclidean distance which involves $2n$ squared distance computations or basic similarity operations. Consequently, one can compute the amortized computational cost of cDTW with $LB_{Keogh}$ as follows:

\[
E_{cDTW-LB}(n, r) = E_{LB_{Keogh}}(n) + p * E_{cDTW}(n, r)
\]

\[
= 2n + p \left( (2r + 1)n - r(r + 1) \right)
\]

(10)

In Section 4.4 we evaluate the ACC of 1NN classification in combination with DTW and $LB_{Keogh}$ (1NN-DTW-LB approach) for a variety of time series datasets.

3. LUCKY TIME WARping DISTANCE

In this section we introduce a novel Lucky Time Warping (LTW) distance, explain its underlying algorithm to find a warping path, and analyze its theoretical minimum and maximum computational cost.

The LTW distance finds a warping path that is constrained by the same (Boundary, Continuity, and Monotonicity) conditions that apply to the DTW distance. But, unlike the DTW distance which computes all elements within the warping matrix or rather warping window to find the minimum cost warping path, the LTW distance uses a greedy approach that only evaluates matrix elements which most likely contribute to the actual warping path. According to the formalization in Section 2.1, the LTW distance between two time series $Q$ and $C$ is defined as:

\[
LTW(Q,C) = \sqrt{\sum_{k=1}^{n} w_k}
\]

(11)
where \( w_k \) is the \( k \)th element of a warping path \( W \). Given \( w_k \) with \( k = (i, j) \) then the warping path can be found using the following recurrence.

\[
w_{k+1} = \min\{d(q_{i+1}, c_{j+1}), d(q_{i+1}, c_j), d(q_i, c_{j+1})\}
\]

where ties are resolved in the order as given in the list of arguments. Imposing an order on picking the next warping \( w_{k+1} \) ensures that the LTW distance is well-defined. Since

\[
LTW(Q, C) = LTW(C, Q)
\]

only holds if there are no ties, i.e. \( d_{dia} \neq d_{up} \neq d_{right} \) (see Algorithm 1), we find that the LTW distance is not symmetric, and consequently not a metric. From

\[
LTW(Q, C), LTW(C, Q) \geq DTW(Q, C)
\]

follows that the LTW distance is an upper bound of the DTW distance. Since global constraints such as the Sakoe-Chiba band and the Itakura parallelogram can be imposed on the LTW distance in the usual way, the upper bounding property holds true in the constrained case. We deliberately refrain from discussing the tightness of LTW in respect to DTW, as will be explained in Section 4.5.

3.1 Lucky Warping Path

In contrast to DTW’s brute-force approach, our LTW distance determines the warping path in a greedy manner, performing a variation of best-first search within the defined warping window. Consequently, the warping path computed by LTW is contained in the set of paths examined by DTW, just like the Euclidean distance is a special case of DTW where no warping takes place. Since DTW always finds the optimal warping path with minimum cost, our proposed LTW distance is supposed to return a suboptimal path with higher or equal cost/distance.

Figure 1 illustrates the optimal and lucky warping path corresponding to the DTW and LTW distance of two randomly generated time series. Furthermore, Figure 1 exemplifies the spread of the cumulative warping cost, and shows that both optimal and lucky warping path only pass through low cost regions and avoid high cost regions. The observation of Figure 1, and other experiments on random data which we omit for sake of brevity, give reason to expect the lucky warping path to be close to the optimal warping path, or even to overlap with the minimum cost path in some time intervals. Nevertheless, as will be explained in Section 4.5, we refrain of discussing the tightness of LTW in respect to DTW.

3.2 Greedy Algorithm

In contrast to the brute-force dynamic programming approach of DTW, our LTW distance determines the warping path in a greedy manner, performing a kind of best-first search through the similarity matrix.

As described in Algorithm 1, the LTW approach constructs a warping path by iteratively moving from one corner to the opposite corner of the similarity matrix (Line 5), repeatedly evaluating the cost of adjacent cells (Line 7, 10, and 13) - going one step diagonal, up and right (Line 6, 9, and 12). Since a warping path must be monotonically spaced in time, the direction of the iterative moves through the similarity matrix is restricted, preventing backward movement. In fact, our LTW distance meets the Boundary, Continuity, and Monotonicity condition as formalized in Section 2.1.

3.3 Computational Cost

In the following section, we examine the computational cost of our proposed LTW distance measure from a theoretical perspective.

The introduced greedy algorithm constructs a warping path in an iterative manner, with each iteration involving the cost evaluation of three adjacent cells in the similarity matrix, one for each direction of the next possible move. Algorithm 1 demonstrates that the evaluation of an individual cell is associated with one call of the squared distance function (Line 7, 10, and 13), which represents our basic similarity operation (see Equation 7).

Consequently, the theoretical computational cost of one LTW distance calculation is three times the length of the corre-
sponding warping path. But it is important to understand that with zero warping the cost degrades to one times the length of the warping path, because our LTW distance only needs to evaluate the cells on the main diagonal, essentially returning the Euclidean distance.

Figure 2 gives an intuition for the minimum and maximum computational cost with and without warping constraint. Assuming that we want to measure the distance between two time series of length $n$, and knowing that the shortest possible warping path corresponds to the main diagonal of the similarity matrix, we expect LTW’s greedy algorithm to take at least $n$ iterative steps to compute the lucky warping path, leading to a minimum computational cost of $E_{LTW}(n) = 3n$ with warping window and $E_{LTW}(n) = n$ with zero warping. Furthermore, Figure 2 illustrates that the longest possible warping path (that starts and finishes in diagonally opposite corner cells of the similarity matrix) equals the sum of the time series lengths, meaning the LTW algorithm exhibits a maximum computation cost of $E_{LTW}(n) = 3(n + n) = 6n$, which is essentially linear. Nevertheless, the worst case is likely to happen with and without warping window, since $E_{LTW}(n) = E_{cLTW}(n)$ as illustrated in Figure 2.

4. EMPIRICAL EVALUATION

The goal of our comparative evaluation is twofold: (i) we investigate how well the LTW distance is suited for 1NN classification; and (ii) we assess the average amortized computational cost of the greedy algorithm for computing the LTW distance.

4.1 Time Series Data

For our empirical evaluation we consider 43 datasets of time series with different length and number of classes, as well as different properties of noise, auto-correlation and stationarity [13]. Each dataset is split into a training and test set, which are used for distance/parameter learning and evaluation respectively.

4.2 Experimental Protocol

For the sake of comparison, all our experiments on classification performance involved the 1NN classifier. We compared the classification accuracy of the 1NN approach applying the following distance measures:

- $cLTW$ - Lucky Time Warping distance with warping constraint (Sakoe-Chiba band)
- $ED$ - Euclidean distance - baseline measure [9]
- $DTW$ - Dynamic Time Warping distance without warping constraint (100% warping window)
- $cDTW$ - Dynamic Time Warping distance with warping constraint (Sakoe-Chiba band) - state-of-the-art approach [17]

To compute the distances, we applied the greedy algorithm for $cLTW$ and dynamic programming for $DTW$ and $cDTW$. We learned the bandwidth of the Sakoe-Chiba band for $cLTW$ and $cDTW$ by leave-one-out cross validation on the training set of the respective dataset. We chose the warping window size that gives the highest classification accuracy (see detailed results in Figure 5). Moreover, we compared the ACC of $cLTW$ and $cDTW$,$_{LB}$ - constrained Dynamic Time Warping with lower bounding, in particular $LR_Keogh$ [12] as formulated Section in 2.5. We considered ACCs instead of clock times to avoid implementation bias, caused by the disparity of algorithmic design of the competing approaches.

Please note that we deliberately refrain from investigating early abandoning [17], because this speed-up technique can be applied for both $DTW$ and $LTW$ distance in the same way. In case of $LTW$, during the computation of the lucky warping path, if we note that the current sum of the squared differences between each pair of corresponding data points exceeds the best-so-far nearest neighbor, then we can stop the calculation [17]. Be that as it may, early abandoning has no influence on the classification accuracy.

4.3 Classification Accuracy

Figure 3 illustrates the classification accuracy of $cLTW$ in comparison to $ED$, $DTW$ and $cDTW$. Each scatter plot in Figure 3 summarizes the classification results of two contrasted measures, where each data point demonstrates the achieved accuracy for one individual time series dataset. Data points that lie on the upper side of the main diagonal (highlighted in red) illustrate a superior classification accuracy of the LTW algorithm, whereas data points on the lower side of the main diagonal indicate better performance of the compared distance measure. In case that a data point is plotted on or very close to the main diagonal, we can infer that both measures achieved the same or similar results on the corresponding dataset.

As we can see in the first scatter plot of Figure 3, the majority of data points (37/43) lie on the upper side of the main diagonal, meaning $cLTW$ outperforms $ED$ in terms of classification accuracy. From the second plot in Figure 3 we can infer that $cLTW$ performs slightly better than $DTW$ without warping constraint, because almost all data points are arranged close to the main diagonal, some lie on the diagonal, and half of them (21/43) lie on the upper side. That $cLTW$ is superior to $DTW$ can be confirmed by the summary given in Table 1, which shows that $cLTW$ has a lower average classification error. From the third plot in Figure 3 we can observe that more data points indicate superior performance of $cDTW$, although $cLTW$ achieves better classification results on a considerable number (16/43 excluding ties) of the examined datasets.

The detailed classification results of the considered distance measures on all examined datasets can be found in Figure 5. A summary is presented in the following Table 1.

<table>
<thead>
<tr>
<th></th>
<th>min</th>
<th>max</th>
<th>avg</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>ED</td>
<td>0.0050</td>
<td>0.6580</td>
<td>0.2541</td>
<td>0.1510</td>
</tr>
<tr>
<td>DTW</td>
<td>0.0000</td>
<td>0.6230</td>
<td>0.2113</td>
<td>0.1550</td>
</tr>
<tr>
<td>$cDTW$</td>
<td>0.0015</td>
<td>0.6130</td>
<td>0.1911</td>
<td>0.1433</td>
</tr>
<tr>
<td>$cLTW$</td>
<td>0.0020</td>
<td>0.6299</td>
<td>0.2033</td>
<td>0.1550</td>
</tr>
</tbody>
</table>

Table 1: Minimum, maximum, average, and standard deviation of classification errors for all four considered measures.

4.4 Amortized Computation Cost

Figure 4 shows the amortized computational cost (ACC) ratio of $cDTW_{LB}$ to $cLTW$, where each data point compares the efficiency on one individual time series dataset. An
In this area cLTW is better

Figure 3: Classification accuracy of our introduced cLTW distance measure on all 43 considered time series datasets, listed in Figure 5, compared to ED, DTW and cDTW. In summary, cLTW achieved higher accuracy in 37/43, 21/43, and 16/43 cases, excluding ties that lie on the diagonal.

Figure 4: ACC ratio of cDTW_LB to LTW. Each data point demonstrates the contrasted efficiency on one time series dataset. The vertical axis shows how much LTW is faster than cDTW_LB. Results are arranged in ascending order along the horizontal axis. The black solid line indicates an ACC ratio of 1 or rather same efficiency. The average ACC ratio or speed-up of 3.2 is shown by the black dashed line.

ACC ratio of 1, indicated by the black solid line in Figure 4, means that both distance measures achieved the same efficiency or average amortized computational cost. Data points that lie above this baseline denote a higher efficiency or rather lower amortized computational cost of our cLTW distance. Figure 4 reveals that in some cases cLTW achieves an efficiency gain by one order of magnitude. On average cLTW is about 3.2 times faster than cDTW_LB, indicated by the black dashed line in Figure 4.

Detailed results on the average ACC of cLTW and cDTW_LB on all examined time series datasets are listed in Figure 5. A summary of the ACC results is presented in Table 2.

Table 2: Minimum, maximum, average, and standard deviation of ACC results for cDTW_LB and cLTW in \( E(n) = k \times n \) notation, where \( n \) is the time series length and \( k \) is the respective constant factor.

<table>
<thead>
<tr>
<th></th>
<th>min</th>
<th>max</th>
<th>avg</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>cDTW_LB</td>
<td>2.02n</td>
<td>92.75n</td>
<td>10.89n</td>
<td>15.69n</td>
</tr>
<tr>
<td>cLTW</td>
<td>0.96n</td>
<td>4.94n</td>
<td>3.29n</td>
<td>1.39n</td>
</tr>
</tbody>
</table>

The ACC results for cLTW are within the range of \( n \leq E_{cLTW}(n) \leq 5n \), which corresponds to our theoretical minimum and maximum computational cost derived in Section 3.3. In contrast, the ACC results of cDTW_LB are within the range of \( 2n \leq E_{cDTW-LB}(n) \leq 93n \), depending on the size of the warping window and the amount of pruned DTW calculations (see Equation 10).

Based on the presented ACC results we can infer that the efficiency of cDTW_LB varies strongly with the data under study, whereas cLTW is more robust in terms of required similarity operations. Due to the fact that the computational cost of cLTW does not depend on warping constraints or pruning power, it is an excellent choice for 1NN classification of arbitrary time series.
In addition to classification accuracy, computational complexity is a crucial decision criterion for choosing an appropriate time series distance measure. Our theoretical and empirical evaluation demonstrate that LTW is linear in respect to time series length, and furthermore performs pairwise distance calculations orders of magnitudes faster than DTW and cDTW, which exhibit quadratic complexity. Although cDTW in combination with lower bounding leads to quasilinear complexity for querying large time series databases [17, 19], we have shown that this approach causes comparatively high ACCs for 1NN classification, where a multitude of unlabeled time series is compared against a set of unordered prototypes. Our empirical results on average amortized computational cost (ACC) demonstrate that our straightforward LTW approach without pruning is advantageous to 1NN classification for almost all examined time series datasets.
5. CONCLUSION AND FUTURE WORK

To speed up 1NN classification of time series, we proposed the Lucky Time Warping (LTW) distance, which determines the warping path in a greedy manner. In this work we showed that LTW:

• calculates the similarity between a pair of time series in linear time and space,
• trades classification accuracy against computational cost reasonably well,
• is able to cope with time series that exhibit warping invariance,
• is straightforward and easy to implement,
• is unaffected by warping constraints,
• does not depend on the pruning power of lower bounding techniques;

making LTW an excellent choice for 1NN classification of arbitrary time series.

Since this work only discusses a naive implementation of the LTW algorithm, there is potential for further improvements in speed, for instance by adopting early abandoning and online normalization techniques [17]. Further improvements in classification accuracy might be achieved by learning a warping path that minimizes the classification problem, and not the time series distance function.
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