ABSTRACT

Research on recommender systems evaluation generally measures the quality of the algorithm, or system, offline, i.e., based on some information retrieval metric, e.g., precision or recall. The metrics do however not always reflect the users’ perceptions of the recommendations. Perception-related values are instead often measured through user studies, however the bulk of the work on recommender systems is evaluated through offline analysis. In the work presented in this paper we choose to neglect the quality of the recommender system and instead focus on the similarity of aspects related to users’ perception of recommender systems. Based on a user study (N = 132) we show the correlation of concepts such as usefulness, ratings, obviousness, and serendipity from the users’ perspectives.
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1. INTRODUCTION

During the last decade, techniques for item-centric recommendation have led to steady improvements in the accuracy of recommender systems. If we suppose that the goal of a recommender system is to accurately predict ratings, this improvement should be considered as progress. However, it is worth questioning whether this progress actually leads to better recommendations - or whether we are missing a broader point? Today, recommender systems are understood through the way they are evaluated, in most cases this maps to some measure of predictive accuracy. Without measuring user satisfaction, there is no means to map the common measures (e.g., predictive accuracy) back to the users of an evaluated system [6]. User studies relating to recommender systems often estimate the perceived quality of a system based on a set of questions asked to users either during the interaction with the system, or at a later point in time. In this paper we ask the question: “How do user-centric aspects of recommender system evaluation map onto each other?”

The most direct way to answer this is by performing user studies. Specifically, with the goal in mind of examining the similarity of common user-centric evaluation aspects, this paper conducts a comparative user study using three distinct recommendation approaches, and performs a similarity analysis of said aspects. The first of the three models used for this purpose is k-nearest neighbors (kNN), where users are clustered into neighborhoods, based on item rating history, and these neighborhoods are used as a basis to generate future recommendations. kNN is arguably one of the most commonly used algorithms in item-based recommender systems and has been well studied, e.g., [2]. The second model is a k-furthest neighbors model (kFN) [9], which essentially turns kNN inside out by first creating neighborhoods based on the least similar users in terms of ratings, followed by recommending items disliked by the neighborhood. The third model is a random recommender, not taking any information about users, or items they have interacted with, into consideration.

By using these three diverse approaches (in terms of methods of recommendation and quality measured in traditional performance metrics), our assumption is that answers given in the user study reflect a non-algorithm-related state of users’ perception of evaluation concepts.

2. RELATED WORK

When considering metrics for evaluation of recommender systems, focusing on the user and on user satisfaction is vital. However, a number of issues are raised when people are brought into the equation, making the evaluation process more complicated.

Recently, a large amount of research has been focusing on user-centric aspects of recommender system evaluation, e.g., [1, 3, 7, 8] to mention just a few. Knijnenburg et al. [7] presented a pragmatic approach to user-centric evaluation
of recommender systems, formalizing some of the aspects involved. Bollen et al. [1] evaluated how the number of available choices affects the perceived quality of a recommendation from the users’ perspective.

McNee et al. [8] approached the concept from a different perspective, evaluating how better performance in terms of accuracy metrics could be detrimental to the overall perceived quality of a system, like many related works they recommend recommender systems researchers and developers to employ user-centric evaluation techniques.

Additional research directions undertaken focus on how user interfaces can be used to increase (or decrease) the perceived quality of recommender systems, e.g. Hu and Pu [5].

3. EXPERIMENTS

In order to examine the relationship between different evaluations of common quality criteria in recommendation systems, an online user study was created and users were invited to participate. The study was implemented in the form of a simple movie recommendation system, participants were asked to answer a set of questions upon having been given a set of recommendations.

3.1 Movie Recommendation Study

The user study consisted of two steps, first participants were asked to rate a minimum of 10 movies from a page showing a random selection of 100 of 500 most rated movies in the Movielens 10 million dataset\(^1\), shown in Fig. 1.

Having rated at least 10 movies, the system generated 10 recommendations based on the Movielens rating dataset. For the sake of comparison, the participating users were presented with recommendations generated either by one of the neighborhood models (kNN or kFN), as described in Section 1, taking their ratings into consideration, or by a random recommender not taking the ratings from the previous step. Each user was presented with a page containing the top 10 recommendations and a set of questions, see Fig. 2.

Figure 1: The movie rating page where participants were asked to rate movies. The page contains a random selection of 100 of the 500 most popular movies in the Movielens 10 million dataset.

\(^1\)http://www.grouplens.org/system/files/ml-10m-README.html

As opposed to both neighborhood-based methods, the computation time of the random recommender is negligible. To create the illusion of generating personalized recommendations, one of the neighborhood-based algorithms was trained (but not used) in parallel to serve as a timer.

Questionnaire

For each of the 10 recommended movies (shown in the leftmost column in Fig. 2), participants were asked to answer a set of questions. Questions were chosen to reflect standard quality measuring aspects in recommender systems (e.g. usefulness, recognizability, customer retention) as well as reflecting the current state of the art in recommender system quality measurement (e.g. serendipity, novelty) [6]. The first set of questions (relating to each of the 10 recommended movies) was

Have you seen the movie?

if Yes: Please rate it (5 star rating)

if No: I. Are you familiar with it? (y/n)

II. Would you watch it? (y/n)

Additionally, participants were asked to answer 8 questions regarding the complete set of recommended items. The questions were:

1. Are the recommendations novel?
2. Are the recommendations obvious?
3. Are the recommendations recognizable?
4. Are the recommendations serendipitous?
5. Are the recommendations useful?
6. Pick the movie you consider the best recommendation.
7. Pick the movie you consider the worst recommendation.
8. Would you use this recommender again?
Participants were asked to answer the first five of the latter questions stating the level of agreement, from strongly disagree (1) to strongly agree (5). A short description was given for the terms novel, obvious, recognizable and serendipitous in order to mitigate erroneous answers based on misunderstanding of the question (see Appendix A). Additionally a field for comments was placed on the bottom of the survey.

Submission of the answers was only possible after all questions had been answered. The questionnaire was designed to create a truthful picture of users’ perceived usefulness of the recommendations, considering aspects such as choice overload [1], construction of questions [6] and similar perception-related concepts [4,10].

3.2 Data

The link to the survey was circulated on social media sites (e.g. Facebook, Twitter, Google+) during the last two weeks of March 2012. People from several professions (computer science professionals, lawyers, business management professionals) were asked to circulate the link in their networks in order to gain participants from several communities, so to mitigate biasing effects which could surface in answers from a homogeneous community. The data used in this paper was collected in early April 2012, a total of 132 participants had completed the survey at the time.

Knijnenburg et al. claim that “at least 20 users” per condition should be adequate for being able to mine statistically sound data from a user study [7], indicating the amount of participants in our study should be sufficient.

No demographic data except for location (reverse lookup via IP address) was collected. The participants of the survey consisted of professionals (e.g. Facebook, Twitter, Google+) during the last two weeks. Participants were asked to rate the questions considering serendipity, usefulness and retention with the probability of using it again vs. obviousness and recognizability, the similarities tell us these questions are not entirely unrelated, however considerably less than, for instance, ratings and usefulness. We believe this is due to aspects such as obviousness and recognizability belong to the same concepts, i.e. once again how obvious a set of recommendations is probably related to how many movies are recognized, as something which is unknown can still be obvious if the initial answer is perhaps expected as they both, essentially, answer the same questions; one for unrated movies, and the other for rated movies (recall the questionnaire layout in Fig. 2).

Questions regarding serendipity, usefulness, whether the users would use the system again and the ratings seem to belong to a cluster of questions being perceived similarly. The implication of this being that the questions seem to correspond to similar values, e.g. a serendipitous movie will often be rated highly, or if a user considers a system useful they are however very similar towards each other, which is perhaps expected as they both, essentially, answer the same questions; one for unrated movies, and the other for rated movies (recall the questionnaire layout in Fig. 2).

As for the less similar questions, i.e. ratings and willingness to watch a certain movies vs. obviousness and recognizability, the similarities tell us these questions are not entirely unrelated, however considerably less than, for instance, ratings and usefulness. We believe this is due to aspects such as obviousness and recognizability belong to the same concepts, i.e. once again how obvious a set of recommendations is probably related to how many movies are recognized, as something which is unknown can still be obvious if the initial step (the ratings performed in Fig. 1) only contains unknown items, and vice versa.

The main observations are: high ratings correlate with questions considering serendipity, usefulness and retention

Figure 3: The Pearson Product-Moment Correlation of the answers given to questions across all three recommendation algorithms. Each row/column corresponds to the correlation of the questions asked in the questionnaire.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Ratings</th>
<th>Serendipity</th>
<th>Usefulness</th>
<th>Would you watch</th>
<th>Use again</th>
<th>Obviousness</th>
<th>Recognizability</th>
<th>Novelty</th>
<th>Know the movie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratings</td>
<td>1.00</td>
<td>0.97</td>
<td>0.99</td>
<td>1.00</td>
<td>0.94</td>
<td>0.67</td>
<td>0.72</td>
<td>-0.93</td>
<td>-0.92</td>
</tr>
<tr>
<td>Serendipity</td>
<td>0.97</td>
<td>1.00</td>
<td>0.99</td>
<td>0.96</td>
<td>1.00</td>
<td>0.84</td>
<td>0.87</td>
<td>-0.99</td>
<td>-0.99</td>
</tr>
<tr>
<td>Usefulness</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
<td>0.98</td>
<td>0.98</td>
<td>0.77</td>
<td>0.81</td>
<td>-0.97</td>
<td>-0.96</td>
</tr>
<tr>
<td>Would you watch</td>
<td>1.00</td>
<td>0.96</td>
<td>0.98</td>
<td>1.00</td>
<td>0.93</td>
<td>0.64</td>
<td>0.69</td>
<td>-0.91</td>
<td>-0.90</td>
</tr>
<tr>
<td>Use again</td>
<td>0.94</td>
<td>1.00</td>
<td>0.98</td>
<td>0.93</td>
<td>1.00</td>
<td>0.88</td>
<td>0.91</td>
<td>-1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td>Obviousness</td>
<td>0.67</td>
<td>0.84</td>
<td>0.77</td>
<td>0.64</td>
<td>0.88</td>
<td>1.00</td>
<td>1.00</td>
<td>-0.90</td>
<td>-0.91</td>
</tr>
<tr>
<td>Recognizability</td>
<td>0.72</td>
<td>0.87</td>
<td>0.81</td>
<td>0.69</td>
<td>0.91</td>
<td>1.00</td>
<td>1.00</td>
<td>-0.92</td>
<td>-0.93</td>
</tr>
<tr>
<td>Novelty</td>
<td>-0.93</td>
<td>-0.99</td>
<td>-0.97</td>
<td>-0.91</td>
<td>-1.00</td>
<td>-0.90</td>
<td>-0.92</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Know the movie</td>
<td>-0.92</td>
<td>-0.99</td>
<td>-0.96</td>
<td>-0.90</td>
<td>-1.00</td>
<td>-0.91</td>
<td>-0.93</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\[ \text{corr} = \frac{\sum_{i=1}^{n} (X_i - \bar{X}) (Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}} \] (1)

where X and Y are the average values per question per algorithm. The resulting similarities are shown in Fig. 3.

4. RESULTS & DISCUSSION

Fig. 3 summarizes the pairwise similarities between the questions. The most dissimilar questions towards other questions are those regarding novelty and recognizability. They are however very similar towards each other, which is perhaps expected as they both, essentially, answer the same questions; one for unrated movies, and the other for rated movies (recall the questionnaire layout in Fig. 2).

As for the less similar questions, i.e. ratings and willingness to watch a certain movies vs. obviousness and recognizability, the similarities tell us these questions are not entirely unrelated, however considerably less than, for instance, ratings and usefulness. We believe this is due to aspects such as obviousness and recognizability belong to the same concepts, i.e. once again how obvious a set of recommendations is probably related to how many movies are recognized, as something which is unknown can still be obvious if the initial step (the ratings performed in Fig. 1) only contains unknown items, and vice versa.

The main observations are: high ratings correlate with questions considering serendipity, usefulness and retention
(use again, watch the movie). Obviousness and recognizability tend be of little importance, but do not seem to discourage people from using the system again. High levels of unknown/novel movies tend to point to lower ratings and less consumption (watching the movie).

It should however be noted that all observations are averaged with respect to the algorithms, expanding the study to include more algorithms diverse recommendation algorithms could alter the similarities.

5. CONCLUSION & FUTURE WORK

In this work we have presented how certain common aspects used for user-centric evaluation of recommender systems are perceived by users, in relation to each other. Our analysis points to high similarity between the concepts of serendipity, usefulness, willingness to consume, willingness to use a recommendation system again and ratings. Whereas concepts such as recognizability and novelty seem to have a similarity towards each other (i.e. complementing each other), these concepts however are completely unrelated to the aforementioned aspects.

Due to the currently immature analysis of our results, we do not present claims towards which questions should be used in comparison and evaluation of recommender system. In Fig. 3 we present an overview of similarity levels between the questions we evaluated, showing high and low similarity between all evaluated questions. The figure can be used as a rule of thumb when creating user studies for the purpose of evaluating a recommender system.

In real-world applications, we often only have access to users' ratings. With this in mind, we can infer that the ratings may also hold information about the perceived quality of the recommender in terms of serendipity, usefulness, intention to watch movies, and intention to use the system again.

We are currently in the process of performing an exhaustive analysis of the results presented in this work; this analysis will serve as the basis for continued research in the context of user-centric evaluation, perception-oriented aspects, and other related concept in recommender systems.
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APPENDIX

A. TERM DESCRIPTIONS

The following explanations were given to nontrivial terms used in the study. The explanations are based on explanations given on online dictionaries (e.g. The Free Dictionary\textsuperscript{2}).

- **novelty**: the quality of something being new, original or unusual. For instance, if the recommendations are movies you usually would not consider watching, the recommendations are novel.

- **obvious**: the quality of something being apparent or clear. For instance, if you anticipated any of the movies based on what you rated, the recommendations are obvious.

- **recognizable**: in terms of how well known the recommendations are to you.

- **serendipity**: a “happy accident” or “pleasant surprise”; specifically, the accident of finding something good or useful without looking for it.

\textsuperscript{2}http://www.thefreedictionary.com